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The Elastic Recoil Detection (ERD) method has been used to determine the profile of a wide range of elements simultaneously in 
a thin layer (1 pm) with a depth resolution of a few hundred .& and high sensitivity. 2 separation is achieved by a AE(gas)- E(solid) 

telescope. Results for iz71 (up to 240 Me\? incident ions used to profile thin films of dielectrics (SiO,N,H,), amorphous 

semiconductors (a-GaAs: H) and superconductors (YBaCuO, BiSrCaCuO) are reported. It has been considered previously that ERD 

is of interest for analysis of light elements. We show that high energy heavy incident ions extend the field of application of the ERD 

method to all elements with an approximately constant depth resolution and sensitivity. 

1. Introduction 

MeV ion-beam analysis with light ions has been 
demonstrated to be a powerful technique for sensitive 
measurements of atomic profiles in the near surface 
region (1 urn) of solids. Particularly, Rutherford back- 
scattering (RBS) with low energy 4He ions has been 
extensively used. A major difficulty however arises in 
this method, essentially for light elements, due to peak 
overlapping in many cases of practical interest. One 
possibility to overcome this difficulty consists of mea- 
suring the depth profile using a specific nuclear reaction 
(NR) for a given element. 

L’Ecuyer et al. [l] proposed the elastic recoil detec- 
tion (ERD) technique to determine the concentration of 
light elements in heavy substrates, by using 35Cl ions of 
30 MeV and absorbers before the detector in order to 
discriminate between scattered ions and recoiling atoms. 
Separate determinations of concentration for atoms with 
different masses have been obtained with heavy inci- 
dent ions and simultaneous measurements of the 
scattered and recoiling atoms, by Cohen et al. [2] for 
hydrogen, and with 30 MeV incident alpha particles by 
Klein [3] for some light elements, but the most com- 
monly used ERD applications refer to low energy (2-3 
MeV) 4He incident ions for measurements of hydrogen 
concentration in various samples [4]. 

Recently, improvements in the ERD method have 
been introduced which make it possible to determine 
simultan~usly the profile of severat elements in a given 
thin film. Time-of-flight techniques [5] as well as gas 
telescope [6], magnetic spectrometer [7], quadrupole 
mass spectrometer [8] or a combination of time-of-flight 

0168-583X/89/$03.50 0 Elsevier Science Publishers B.V. 
(North-Holland) 

and energy in a recoil telescope [9] have been used for 
this purpose. 

Although particle identification spectrometers have 
been widely used in nuclear physics, they have been 
little used for analysis, and further investigations are 
necessary to demonstrate all the possibilities of these 
techniques. Until now, ERD measurements have been 
performed with light and intermediate ions at low and 
medium (about 50 MeV) energies [lO.ll], and only little 
data exist with recoil discrimination, restricting the ap- 
plications to analysis of light elements [12], typically for 
A c 30. 

We have investigated the possibilities of the ERD 
method with 58Ni and 127I at the 16 MV tandem 
accelerator of the Centre de Recherches Nucleaires at 
Strasbourg (CRN). We report here the results of high 
energy “‘1 ions with 130 to 240 MeV incident energy 
which extend the technique to analysis of elements with 
higher Z values. For the Z-determination, we have used 
a gas telescope which offers advantages of compactness 
and simplicity in surface studies, as compared to other 
method of recoil discrimination. In particular, with gas 
telescopes, the geometry of detection can be easily 
adapted to specific cases. 

Z discrimination by means of a gas telescope, for 
heavy ions (A > 50) needs high energies which cannot 
be transferred to the recoils by light incident ions in the 
pure Coulomb regime where the Rutherford scattering 
law applies. We therefore studied in detail the combina- 
tion of a gas telescope with high energy heavy incident 
ions. Increase in the cross sections and in the energy 
losses with charge 2 are expected to influence sensitiv- 
ity and depth resolution in a favourable way, as well as 
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the analysed depth which is also improved with higher 
energy. However, these variations are not independent, 
and a detailed discussion has to be undertaken. 

2. Basic considerations and optimization of experimental 
conditions 

Although theoretical expressions which relate energy 
to depth and concentration for ERD are known and 
quite similar to those for RBS, different formulae have 
been derived for the resolution, depending on the sources 
of dispersion which have been considered. In the follow- 
ing, we describe the formalism which has been used for 
one monolayer in order to make comparisons possible 
with other experimental conditions. For this purpose, 
we define a standard set of experimental parameters 
(scattering geometry, solid angles, beam dose) from 
which a theoretical estimate of the sensitivity and reso- 
lution is possible for different incident ions and en- 
ergies. 

2. I. Geometry 

The experimental configuration is shown schemati- 
cally in fig. 1. In the laboratory frame, a monoenergetic 
ion beam of energy E,, collimated to a diameter of 2 
mm is incident on a solid target at an angle (Y with 
respect to the surface. Target atoms recoil at an angle 
01+ p where fi is the glancing angle between the surface 
and the detector direction, with energy E, given by 

E,=kE,, (1) 

where k is the kinematic factor: 

k= 
4M,~‘f, 

(MI +M,12 

co?( CY + p>. (2) 

For Mi > M2, the elastically scattered projectiles are 
within a cone of half-angle 0,,: 

e M2 
max = arc sin - 

Mi 

In order to prevent excessive dead time and energy 
overlap due to the large elastic yield coming from the 
scattered beam, the recoil angle is chosen greater than 
0,, [13]. The effective detection geometry results from 
a compromise between constraints related to cross-sec- 
tions, stopping powers and energy spread which vary 
with the angles as shown below. 

2.2. Depth scale 

The analysed depth depends on the incident energy. 
Consider the case where the atoms recoil from a depth 
x beneath the surface; their energy E,(x) before 
reaching the telescope, is 

E,(x)=kE,- {S}x. 

The recoiling factor { S } is defined by 

(4 

{S}=j-!&+--s_ 
/sin /31 ’ 

where S, and S, are the mean stopping powers 

1 odE 

-1 X JTdX 

for the incoming and outcoming ions, respectively. 
The residual energy of the atom reaching the solid 

detector ER(s) is: 

J%(X) = E,(x) -A&(x), (6) 

where A ET( x), the energy loss in the ionization cham- 
ber, described in section 3.2, is the sum of two terms 
corresponding to the entrance foil and to the gas, both 

TARGET 

Ml and M2 being the masses of the incident ion and 
target atom respectively (k = 0 for (Y + /3 > 90 ’ ). 

INCID 

BEAM 

COLLIMATORS 

AE -E GAS TELESCOP 

Fig. 1. Schematic view of the experimental setup. 
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depending on the energy and on the charge of the atom. 

AEr(x) = AEr(x) + AEo(x). (7) 

E, and AEo are measured simultaneously, A E, and 
(S) can be calculated from tables from Ziegler [24], by 
using Bragg’s additivity rule if necessary. Finally, the 
total measured energy 

E,=E,+AE, (8) 

is related to depth x, and the energy to depth conver- 
sion factor n is defined for each type of recoiling atoms 
as 

dE, - d(Ea + A&) 
‘= dx 

= d(Es - A-%) 
dx dx (9) 

2.3. Depth resolution 

For a monoenergetic incident beam, the nuclei re- 
coiling from depth x are registered with an energy 
width W in the detecting system. The depth resolution r 

is defined as 

r(x) = W(X)/?(X). (IO) 

The energy spreads which contribute to the total resolu- 
tion are 

9 
ii) 

iii) 

iv) 

v) 

the energy width 6E, of the incident beam; 
the intrinsic detector resolution 6E, which is the 
quadratic sum of the electronic noise and of the E 

and d E detectors resolution; 
the geometrical broadening due to finite detector 
acceptance angle which causes kinematic factor 
variation and path length differences. Angular vari- 
ations 601, and S&, contribute to 6E, for SE,, 

and FED,, respectively; 
the energy straggling SE, in the target and the 
inhomogeneities and straggling in the telescope en- 
trance foil; 
the multiple scattering in the target and in the 
telescope entrance foil, which causes angular and 
lateral spread and adds to the geometrical broad- 
ening. 

The total energy resolution is then expressed as: 

SE; = ( k8E,)2 + 6E; + SE,2 + SE; + SE;. (11) 

From eqs. (4)-(8) one deduces the geometrical 
broadening 

[ 

2xs, 
SE,= -2kE, tan(a+P)+z tan(a+p) 

St 
ikxsin cot a 8a, 1 
[ 2 kxS, 

8Ea= -2kE,, tan(a+p)+x tan(a+p) 

s, 
+x7 

sin p 
cot p sp 1 

(12) 

(13) 

and the total straggling is 

+Qz, > 1 (14) 

where Di, 0, and 0, are the energy straggling in the 
target during the incoming and outgoing path and in 
the telescope entrance foil, respectively. It can be not- 
iced that the choice of E, limits the straggling effects 
(E, contains also the straggling in gas). 
D can be estimated from Bohr’s calculation 

tin2 = 4vZfZ2e4Nt (15) 

for a particle of charge Zie traversing a medium of 
thickness t with NZ, electrons per unit of volume. 

The angular fluctuations depend on the geometry of 
the detecting system and on multiple scattering in the 
target and in the telescope entrance foil. If the incident 
beam is collimated to be parallel (6a, = 0), the geomet- 
rical contribution at the surface is limited to 

fjp,’ = 1 
16D2 

(16) 

where D is the distance between detector and target, s 
is the width of the detector circular aperture and d is 
the incident beam width defined by the diameter of the 
collimator. 

Angular dispersion and lateral spread due to multi- 
ple scattering depend on the depth and can be calcu- 
lated from the Tables of Sigmund and Winterbon [14] 
and Marwick and Sigmund [15] and quadratically ad- 
ded to the surface term at each depth: 

Sp2 = SD,’ + Spi,,. 6a = So,,_ (17) 

Calculations for incident ions of 12’1 in different cases 
are represented in fig. 2 and compared with other 
contributions due to geometrical effects and straggling. 
From eq. (16) one deduces that equal effects from 
incident beam width and detector aperture are obtained 
at the surface for: 

ssina=dsinp. (18) 

It is interesting to notice that the decrease of resolution 
due to straggling is compensated by the angular effects, 
and that for a good choice of parameters, the resolution 
does not depend very much on the depth over ap- 
proximately 1 urn, which is another advantage in depth 
profiling when compared to RBS measurements. How- 
ever, the previous calculation supposes a perfectly plane 
surface. It has been shown in RBS that surface rough- 
ness modifies the apparent surface resolution [16,17,18] 
and this effect is enhanced in ERD because of large 
incident and exit angles [19]. 

Fig. 2 shows the variation of the resolution I(X) as a 
function of depth. It is shown that the geometry is 
predominant near the surface, whereas straggling and 
multiple scattering are more important for depths greater 
than 0.5 urn in the target that we have analysed. 
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Fig. 2. Total calculated depth resolution (full line) for “‘I 
incident on SiONH (a = 5 O, /.? = 35 D ) and recoiling Si. on 
AsGa ( fy = 5 O, f3 = 35 o ) and recoiling As or Ga, on YBaCuO 
((Y = /3 = 20 o ) and recoiling Y. These cakulations correspond 
to d=2mm, s=lOmmand D=3OOmmusedinthemea- 
surements (figs 4 to 7 and figs 11 to 14). Contributions from 
geometrical effects (long dashed line), multiple scattering 
(dashed-dotted line) and Bohr straggling (short dashed line) 

are represented for each case. 

The resolution discussed above concerns one given 
element when it is well identified. We have also to 
consider the Z-resolution of the telescope. Figs. 3 and 4 
illustrate the possibilities of our equipment: up to A = 
28, the elements are separated over the analysed depth 
(1 l.tm). For heavier elements we see for example that 
for As (A = 75) and Ga (A = 71) the separation is 

75 

> 

r” 50 

Li” 
a 

25 

0 

“‘I ( iI0 MeV ) 

I 

: 

25 50 15 100 

E, ( MeV f 

Fig. 3. Bi-parametric (E,, AEG) spectrum showing the Z 
discrimination for a large number of light and medium ele- 

ments. 

60 
“?I (170MeV 1 on As Go 

1 

20 LO 60 

E, (MeV) 

Fig. 4. Bi-parametric (E,, A&) spectrum for a thin GaAs 
layer containing C traces, deposited on SiO,. (a), (b) and (c) 
represent projections on the A EG axis corresponding to depths 

0,200O and 4000 A. 

achieved near the surface, but due to energy straggling 
and multiple scattering, the separation becomes impos- 
sible beyond 4000 A. 

2.4. Sensitivity 

As the incident energy is below the Coulomb barrier, 
the Rutherford cross sections are used. It has been 
shown [20] that screening of the electrostatic potential 
of the nucleus by its atomic electrons can produce 
deviations from the Rutherford formulae in RBS, and 
the same effect holds for ERD. However, by analogy 
with the RBS treatment, we estimate this correction to 
be inferior to 1%. 

Performances concerning analysed depth, sensitivity 
and resolution cannot directly be compared in different 
experimental conditions. To have some estimates, we 
define a “standard” set of parameters which are used in 
calculations for comparison with other experimental 
arrangements [21]: 

Beam 

Intensity i = 15 nA (electrical); 
Irradiation time: 2 hours. 
Geometry: 
ff=B=15O, d=s=2 mm, 0=177 mm (fl=10w4 
sr). 

Surface resolution 8x, 

Neglecting the straggling in the entrance foil of the 
telescope, the surface resolution is given by the geome- 

try 

sx 

0 
= 2kW% 

{Sl . (19) 
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Analysed depth e 

A rough approximation is 

1 kE, 
“=z {S} 

Minimum detection limit 

This limit is determined by assuming a statistical 
limit of 30% (11 counts in the integrated peak) and a 
cross section given by the Rutherford scattering law. 

Comparisons for different incident ions and energies 
are given in table 1. It appears that the resolution, 

analysed depth and detection limit are of the same 
order of magnitude in the different cases. This shows 
the interest of heavy incident ions of high energy which 
allow us to analyse all elements whereas light incident 
ions (A -C 35) limit the analysis to light elements (A I 

30) when Z, discrimination is made with a telescope. It 
can also been noticed [eq. (19) and (20)] that the ratio of 
analysed depth to surface resolution is a constant, and 

I I I I 

I (130MeV) on Si O,NyH, 

,’ ;%p- 0 

0 I I I 1 

25 50 

E, ( MeV 1 

Fig. 5. Bi-parametric (E,, AE,) spectrum for a thin SiO,N,H, 
layer deposited on Si. Si, 0, N, and C are completely resolved. 

Table 1 
Comparison of resolution, analysed depth and detection limit for various elements with different incident particles and energies. The 

calculations are made in the “standard” conditions (see text), neglecting the question of recoil discrimination. 

Energy 

(MeV) 

30 

Incident 

particle 

35Cl 

Target 

SiONH 

Recoiling 

nucleus 

Si 

0 

N 

Surface 

resolution 

(A) 

48 

64 

68 

Analysed 

depth 

(pm) 

0.45 

0.60 

0.63 

Detection 

limit 

(10’4 at./cm’) 

1.93 

2.93 

3.18 

100 58Ni SiONH Si 122 1.13 4.22 
0 151 1.40 5.69 
N 157 1.45 6.04 

AsGa As, Ga 52 0.49 2.38 

YBaCuO Ba 35 0.33 1.23 
Y 40 0.38 1.88 
cu 45 0.41 2.54 
0 77 0.71 5.69 

130 

170 

242 

,271 SiONH Si 86 0.80 0.61 
0 98 0.91 0.72 
N 102 0.94 0.74 

AsGa As, Ga 66 0.61 0.82 

YBaCuO Ba 35 0.33 1.23 
Y 40 0.38 1.88 
cu 45 0.41 2.54 
0 77 0.71 5.69 

BiSrCaCuO Bi 58 0.54 0.72 
Sr 70 0.64 1.48 
cu 78 0.72 1.69 
Ca 86 0.80 1.83 
0 113 1.04 2.50 
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'271(2L0MeV) on YBaCuO 
80 Bo 

0 I I 

50 100 

E, ( MeV 1 

Fig. 6. B&parametric (E,, AEo) spectrum for a thin YBaCuO 
layer deposited on ZrO,. Y and Ba are resolved for E, > 75 

MeV, corresponding to energies E, > 135 MeV. 

can be considered, with the approximation used here, as 
independent of the type and of the energy of the inci- 
dent particle. 

2.6. Experimental conditions 

The optimization of the incident energy and of the 
detection directions necessitates a compromise between 
several constants. The sensitivity is better for low inci- 
dent energy, but the detecting system requires high 
energy for 2, separation as we can see in figs. 6 and I. 
Detecting angles near 90” would give high sensitivity, 
but energy and resolution decrease for large angles. For 
a: + /3 fixed, different relative values of OL and /I intro- 
duce other resolution and depth scales. Therefore, the 
optimal conditions cannot been deduced from a general 
discussion, but have to be defined in each case, depend- 
ing on the thickness and composition of the target. We 
have profiled elements from carbon to bismuth with an 
incident beam of ‘*‘I in the analysed layers of dielectric 

- 8o8 
(1 “_,J “I I I 

50 100 150 

E, ( MeV 1 

Fig. 7. Bi-parametric (E,, AEo) spectrum for a thin Bi- 
SrCaCuO layer deposited on Si. All recoiling atoms are re- 

solved, and scattered Z from Bi and Sr are also indicated. 

SiO,N,H, (fig. 5) of hydrogenated amorphous semi- 
conductor a-AsGa : H (fig. 4) and of superconductor 
films of YBaCuO (fig. 6) and BiSrCaCuO (fig. 7) in 
various experimental conditions (energy, geometry) 
which are indicated in table 2. 

3. Experimental setup 

3. I. Targets 

Samples analysed by the ERD method have been 
provided by several groups which used different tech- 
niques of preparation. The SiO,N,H, targets were de- 
posited on silicon substrates by PECVP (photon en- 
hanced chemical vapor deposition) by the LEPES group 
(Laboratoire d’Etude des PropriCtCs Electronique des 
Solides, Grenoble). GaAs films were obtained by B. 
Despax (LGE-Toulouse) (Laboratoire de Genie Electri- 
que) by Ga sputtering in a ASH, atmosphere. Super- 
conductor thin films have been deposited in our labora- 
tory by laser evaporation from bulk targets of YBaCuO 
and BiSrCaCuO, by using a pulsed excimer laser. An- 
nealing at 850-900 o C has been performed in an oxygen 
atmosphere in order to obtain superconducting films. 

3.2. Scattering chamber 

Fig. 1 shows a schematic diagram of the detecting 
system and the geometry used in our measurements. 

The 16 MV tandem accelerator of the CRN with a 
foil stripper delivers particles with an energy definition 
of 10-3. The incident parallel beam is defined by cir- 
cular collimators of 2 mm diameter. The target holder 
rotates on an axis perpendicular to the beam, and the 
detecting system can also rotate on this axis. The inci- 
dent beam is measured in a Faraday cup behind the 
target. During the measurements, the beam stability is 
controlled on the current integrator, an absolute charge 
measurement being unnecessary for relative compari- 
sons of elements in the same target. 

The incidence and detecting angles can be changed 
from outside without modifying the vacuum conditions. 

3.3. The A E(gas)- E(solid) telescope 

The AE-E telescope represented on fig. 8 is similar 
to the one described by Barett [22]. The entrance foil is 
a 60 l.rg/cm* formvar foil and the bias voltages were 
+ 180 V for the anode and $70 V for the grid. The 
energy loss in formvar is shown on fig. 9 and can 
generally be considered to be negligible for all elements 
as compared to the total energy. The gas used is typi- 
cally isobutane at a pressure of 30-50 Torr introduced 
in the ionization chamber through tubes at a constant 
flow with an external regulation which also insures 
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Fig. 8. Schematic representation of the E(solid)- AE(gas) tele- 

scope. The bias voltages used in the measurements were: 

anode: + 180 V, grid + 70 V. 

constant pressure in the chambers. Energy losses in the 
gas are represented on fig. 10. The surface barrier 
detector which measures the residual energy has an 
active area of 100 mm’ and a depletion depth of 300 

pm. 

3.4. Data acquisition and anat+s 

The data acquisition system on a HP1000 computer 
[23] is used to register all multiparametric events during 
the experiment. A two parameter (ER, AEo) spectrum 
is also displayed during the acquisition time in order to 
control and plot the data on line during operation. The 
complete data are registered in list mode on a magnetic 

tape for further detailed treatment. 

5E in FORMVAR 
T 

20 LO 60 80 100 120 

E (MeV) 

Fig. 9. Energy loss of different ions in formvar as a function of 
energy. 

300 

ii 
x 

I" 
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\ 
> 
1 

4 
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0 

1 I I I 1 I 

f3E in ISOBUTANE 

? N 
I I 1 I / 
20 LO 60 80 100 120 

E (MeV) 

Fig. 10. Energy loss of different ions in the gas (i~buta~c) of 

the telescope as a function of energy. 

The total two parameter spectra are reconstructed 
after the experiment. As E, and AE, are measured 
simultaneously, a more convenient representation is the 
biparametric (E, = E, t- A E, , A Eo) spectrum that we 
have adopted. The gain of the E, and AEO amplifying 
chains being different, a matching factor f has to be 
determined to add the two terms. This can be done in 
two ways: 
- the same target elements are measured with and 

without gas pressure in the ioni~tion chamber. Com- 
parison of the E, and AEo spectra gives the match- 
ing factor. 

- E, and AE, can be calculated for given target 
elements at a known pressure. From the comparison 
with the measured values, one deduces the matching 
factor f. 
In practice, the second method is more satisfying 

because we were confronted with problems with the 
linearity of the detectors as we will discuss later. 

Examples of two parameter (E,, AEo) spectra are 
shown in figs. 3 to 7. 

A monoparametric energy spectrum for each element 
is obtained by projection of the region delimited by a 
polygonal line corresponding to this element. 

The last step in the treatment consists of the trans- 
formation of the energy spectrum Y(E,) into the pro- 
file. Assuming a given composition of the target, the 
energy loss per unit of length is calculated by using the 
tables of Ziegler 1241 and Bragg’s additivity rule. As the 
cross-sections depend also on the energy, and since the 
incident energy is below the Coulomb barrier, Ruther- 
ford cross-sections are used to renormalize the N(x) 
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ERDA profile on Si 0 N H 

_\ ‘.-. 

I , -\ ‘--‘.I---- 1 

0.2 0.L 

Depth ( pm 1 
Fig. 11. Concentration profiles for the elements represented in 

fig. 5. The insert represents the RBS spectrum (points) mea- 

sured with the same target, and a simulation (full line) calcu- 

lated with the mean concentrations determined by ERD. Error 

bars indicate the uncertainties associated with counting errors. 

spectrum at each depth in order to deduce the profile 

C(x). 
Iterations on the stoichiometry can be performed if 

necessary. The principle is the same as the one used in 
RBS simulations as, for example RUMP [25] or similar 
programs [26,27,28] and consists in dividing the target 
in a succession of sublayers for the calculation. Fig. 11 
shows the profiles deduced from the spectrum of fig. 5 
for Si, 0 and N. Since the irradiation and geometrical 
conditions are the same for all the elements in the 
target, the relative concentrations are obtained directly 
as a function of depth by this method which is therefore 
very powerful for thin film analysis. 

In fact, nuclear techniques are sensitivity to the area1 
mass pr (where p is the density). Therefore, the density 
p has to be known to determine the depth scale in unit 
of length. For thin films, the density p is often assumed 
to be equal to that of bulk material, but on the other 
hand, if the film thickness is measured by another 
technique, for example ellipsometry, it is possible to 
deduce the effective density and absolute concentration 
for each element as a function of depth from ERD 
measurements. 

4. Results and discussion 

Figs. 11 to 14 show the profiles for three types of 
samples which have been analysed: SiO,N,H, for light 
elements, demonstrating the wide range of applicability 
of the ERD method with heavy ions. It is also shown 
that the Z, resolution decreases with increasing Z,, all 
elements being resolved for Z, I 15. 

It is seen in fig. 6 and 7 that there is a threshold for 
the discrimination of heavy ions with the telescope, 

3 

0 

I I I 

ERDA profile on As Ga 

RBE 

I/ , 
I I I I I 

0 0.2 0.1 

Depth (pm 1 

Fig. 12. Concentration profiles for As and Ga from fig. 4. The 

insert represents the RBS spectrum (points) measured with the 

same target, and a simulation (full line) calculated with the 

mean stoichiometries determined by ERD. The dashed lines of 

the RBS simulation show the mean contributions from each 

isotope. Error bars indicate the uncertainties associated with 

counting errors. 

situated approximately at 60 MeV for Cu and 75 MeV 
for Y and Ba. This corresponds to a minimum projectile 
energy of about 120-135 MeV for 12’1 on Cu, Y or Ba. 
An even greater projectile energy is needed to separately 
depth profile the heavier elements. 

Inserts in figs. 11 to 13 show the RBS spectra in each 
case, measured with a 3 MeV 4He beam. As a test of 
consistency of our measurements, we made simulations 
of the RBS spectra with average concentrations ob- 
tained by ERD and the solid lines in the RBS inserts 
represent the curves calculated without any adjusted 
parameters. 

i I I I I 

IJ 8 ERDA profile on Y Ba Cu 0 

Depth (pm 1 
Fig. 13. Concentration profiles for YBaCuO (fig. 6). The insert 
represents the RBS spectrum (points) measured with the same 

target, and a simulation (full line) calculated with the mean 

stoichiometries determined by ERD. Error bars indicate the 

statistical uncertainty 
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ERDA profile on Bi Sr Co Cu 0 

B- 

Fig. 14. Concentration profiles for BiSrCaGKr (fig. 7). The 

insert represents the RBS spectrum (points) measured with the 

same target, and a simulation (full line) calculated with the 

mean stoichiometries determined by ERD. Error bars indicate 

the statistical uncertainty. 

The comparison of the ERD profiles with the RBS 
spectra clearly points out the advantages of the first 
method. In all the three cases studied, ERD allows peak 
separation in contrast to RBS where large overlapping 
regions appear, limiting RBS profiling to some heavy 
elements in the near sni-face region where surface con- 
tamination or oxydation could seriously alter the com- 
position. However, in our experimental conditions, the 
RBS shows a better surface resolution than ERD. This 
is particularly apparent on fig. 13, where the RBS data 
indicates accumulation of Y on the surface, whereas the 
ERD Y spectrum does not exhibit such an enhance- 
ment, due to the decrease in resolution. 

Table 2 shows the comparison between the ERD 
surface resolution as calculated with the theoretical 
expressions given in section 2, and the experimental 
values determined on the spectra of figs. 11 and 14. It 
should be noticed that, in order to improve the sensitiv- 
ity, our experimental conditions do not correspond to 
the standard conditions used in section 2 for compari- 
sons with other experimental arrangements (table 1). 
There is a satisfactory agreement for SiONH and GaAs 
targets but serious discrepancies appear for supercon- 
ducturs. This is attributed to the surface roughness and 
has been clearly seen, in particular by the scanning 
electron microscopy (SEM) of the BiSrCaCuO thin films 
heated above the melting point temperature (!&, = 
865 o C) showing a surface morphology which is char- 
acteristic of melting-resolidification phenomena [29]. 
This is also confirmed by the RBS spectra. At normal 
incidence, surface irregularities appear on the low en- 
ergy part of the spectrum corresponding to the inter- 
face, where they add to the normal straggling as thick- 
ness non-uniformities. 

The hydrogen concentration profile in SiO,N,,H, 

and a-AsGa: H are measured by conventional low en- 
ergy ERD with a 3 MeV 4He beam, after the determina- 
tion of all other elements by high energy heavy ion 
ERD (or any other method). This procedure used for H 
measurements is justified because the H contribution to 
the stopping power, as compared to the other elements, 
can be considered as negligible in the calculations to a 
good approximation, thus avoiding time consuming iter- 
ations. 

The thicknesses of the analysed samples are in the 
2000-4000 A range, and as a check were confirmed by 
other measurements (ellipsometry, RBS). However, due 
to the uncertainties on energy-loss data for heavy ions 
in solids, the precision on the thickness (and depth 
scale) suffers from an error which cannot be evaluate 
accurately; but it is almost greater than for RBS with (L 
particles where an important effort has been made for 
stopping power determination, allowing the precision to 
reach a value generally estimated to be around 3%. In 
comparison, the film thickness obtained by ERD are in 
the 10% error limit, which could correspond to 10% 
precision in the stopping power tables for heavy ions. 

Another possible source of error in the ERD tech- 
nique with heavy ions concerns the energy calibration 
on wh.ich the depth scale depends. It is well known that 
Si surface barrier detectors exhibit a pulse height defect 
(PI-ID) when used with heavy ions PO]. The PHD is 

Table 2 

Comparison of experimental and calculated values of surface 

resolution for the samples represented in figs. fl to 14. The 
detection geometry is defined by s = 2 mm, d = 10 mm, D = 
300 mm. Differences between experiment and calculations a 

attribumd to surface roughness. 

Incident Target Recoiling Surface resolution (A) 

energy 

WV) 

nucleus Experimental Calculated 

130 SiUNH Si 
lY=SO 0 
p=350 N 

170 AsGa 

ff=5” 

j3=35” 

As 

Ga 

242 YBaCuO Y 
cy=p=20° Ba 

Cu 
0 

242 BiSrCaCuO Bi 
n=P=2G* Sr 

Ca 

Cu 
a 

650 
650 
650 

800 
600 

410 
430 

430 

360 

360 

450 

400 
520 
800 

400 
500 
550 
550 
900 
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defined as the difference between the true energy and 
that measured with the detector. 

The PHD is the sum of three terms: the window 

defect A,,, due to the energy loss in the entrance window, 
the nuclear stopping defect A, due to non-ionizing 
nuclear collisions, and the residual defect Ar usually 
attributed to the recombination of electron-hole pairs 
in the plasma produced along the ionized track. A, and 
A, can be calculated easily, but the evaluation of the 
recombination is much more tedious. Semi-empirical 
formulae for PHD calculations have been established 
from systematic measurements [31], which depend on 
the mass, charge, energy and energy loss of the recoiling 
ion as well as on the resistivity and electric field strength 
characte~~ng the detector. One has therefore to choose 
detectors in which it is possible to establish large elec- 
tric fields which are operate with the highest possible 
bias voltage in order to minimize the PHD. The effects 
are then negligible for light ions like C and 0, and a 
calibration curve can be determined from which the 
PHD is deduced by extrapolation for heavier ions. 

Using the calibration curve and comparing with the 
semi-empirical formula, one can deduce the behaviour 
of the PHD for the different ions at various energies, 
and evaluate the correction in each case and its in- 
fluence on the depth scale. We found that a satisfying 
and convenient procedure consits in defining a linear 
calibration curve of the form 

where c is the channel and A the energy dispersion 
(keV/channel) is the same for all recoiling atoms, 
whereas EO,i is adjusted for each ion to take into 
account the mean PHD for this ion over the energy 
range corresponding to the analysed depth and repro- 
ducing correctly the energy of recoils from the target 
surface. 

Possible deterioration of the analysed films during 
irradiation could also introduce errors in the measure- 
ments due to sputtering at the surface or damage pro- 
duced in the bulk. In the data reported here, beam 
intensities lower than 0.5 r~4 (particle) were used during 
short measuring times (< 15 min). Repeated profiling 
on the same sample gave no evidence for radiation-in- 
duced effects under these conditions, whereas damage 
in the thin films have been observed at higher intensities 
( > 10 nA particle). It has been shown in polymers [ll] 
that under heavy ion irradiation the sensitivity to low 
concentrations of certain light elements is limited, and 
stripped off layers corresponding to sputtering rates of 
1 A/s have been seen with 1271 at 90 MeV [32]. But it is 

also known that the sensitivity to beam damage for 
polymers is several orders of magnitude higher than for 
other material, and we therefore expect that no dramatic 
change in the stoichiometry of the analysed thin films 
has been introduced by the incident beam. 

5. Summary 

We have presented results of depth profiling by the 
ERD method using high energy (up to 240 MeV) heavy 
ions (‘271) and a compact AE(gas)-E(solid) telescope 
detector to discriminate between different ions recoiling 
from the irradiated sample. 

Depth resolution and detection limit dramatically 
depend on the geometry of the detection. We have 
shown that in the same geometrical conditions (called 
standard conditions in the text), the use of heavy ions 
(1271) combined with a telescope extends the field of 
application of the ERD method to profiling of heavy 

elements, with approximatively constant characteristics 
for all elements: surface resolution = 100 At, anaIysed 
depth = 1 urn and detection limit = 1014 at/cm2, com- 
parable to the values obtained with 35C1 (39 MeV) for 
light elements. 

We have discussed this method in different experi- 
mental conditions to determine concentration profiles 
of dielectrics (SiONH) ~o~hous se~conductors 

(GaAs : H) and superconductors (YBaCuO, BiSrCaCu- 

0) and demonstrated the improvements as compared to 

RBS. In practice, geometries different from the stan- 
dard conditions were used to improve the counting 
rates, and surface resolution of = 650 i were measured 
on samples which are perfectly smooth. Furthermore, 
the method is very sensitive to surface roughness, and 
an important degradation of the resolution was mea- 
sured on targets showing surface irregularities observed 
by electron microscopy. 
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