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In a previous paper, techniques were presented, based on response measurements at
remote locations, for the experimental identification of the flexural wave-guide propagation
parameters and for recovering the impact forces. Numerical simulations and experiments
were presented, for simple isolated impacts. Those basic results showed that such an inverse
problem can be successfully attempted, and a good agreement was found between direct
measurements and the remotely identified impact forces. However, when subject to
flow-induced vibrations, the loosely supported tubes display very complex rattling
motions—with the impact-generated primary waves completely immersed in countless wave
reflections travelling between the tube boundaries. As a consequence, the multiple-impact
patterns of tube-support interaction are much more difficult to identify than isolated force
spikes. In this paper, the authors move a step further towards the identification of impacts
for realistic tube vibrations. To deal with complex vibro-impact regimes, a signal-processing
technique is presented for separating the multiple wave sources, which uses the information
provided by a limited number of vibratory transducers. This technique can be applied to
both non-dispersive and dispersive waves and is therefore useful for all kinds of beam
motions. Such a method is instrumental in separating the primary impact-generated flexural
waves from severe background contamination. This enables the straightforward
identification of complex rattling forces at a loose support. Extensive results are given in
order to assert the numerical conditioning of the technique used to identify the impact
forces, the optimal location of the transducers used in the identification procedure, and the
sensitivity of the identification method to noise contamination. Overall, results are quite
satisfactory, as the complex identified impact forces compare favourably with direct
measurements.
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1. INTRODUCTION

Flow-induced vibrations of heat-exchanger tube bundles and nuclear fuel rods are
important issues concerning component life and plant availability. Excitation by the flow
turbulence and possible fluid-elastic phenomena may lead to a premature failure of the
component due to material fatigue or to vibro-impact wear of the gap-supported tubes.
Predictive methods have been developed to analyze the tube vibratory responses and wear
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for realistic multi-supported bundles and flow configurations [1–17]. Validation of these
predictive techniques, which is currently being pursued by the authors and others, has been
achieved through laboratory experiments [18–28].

Laboratory work on vibro-impacting tubes involves carefully instrumented test tubes
and tube-supports—see, for instance reference [24]. Such experimental conditions are
seldom possible for real field components, due to space limitations and to the severe
environment conditions (temperature, radiation) which prevent an adequate instrumenta-
tion of the tube supports. Therefore, the tube–support impact forces cannot be easily
monitored under real operating conditions. Identification techniques that enable the
diagnosis of tube–support interaction, based on remote vibratory measurements, will be
quite valuable—for validating the predictive methods, as well as for condition-monitoring
of the real components. These issues are being addressed by the authors in a series of
papers.

Previous work in this field include papers by Whiston [29] and Jordan and Whiston [30],
who discussed theoretical and experimental aspects related to the remote identification of
impact forces. These authors modelled the flexural propagation waves in the frequency
domain using a Timoshenko beam model without damping. In his book and in a series
of related papers, Doyle [31] followed a similar approach. These authors also presented
satisfactory experimental results provided by single impacts acting on long beams, in such
a way that wave reflections at the boundaries do not interfere seriously with the direct wave
used for identification proposes. Lin and Bapat [32, 33] presented methods for estimation
of the impact forces and the support gap in a single-degree-of-freedom system, respectively,
for sinusoidal and random excitations. The extension of these methods to a beam with a
single non-linear gap-support was proposed by using a modal approach in the frequency
domain [34]. Busby and Trujillo [35] presented a similar approach, in which the force
identification is achieved in the time domain. The extension of these methods to
multi-supported beams—which display an ill-defined (or even unknown) modal
basis—seems problematic. In a recent paper, Wu and Yeh [36] discussed the problem of
source separation, for several simultaneous impacts, using a time-domain approach. The
so-called cepstral methods of deconvolution, which may be quite useful when dealing with
non-dispersive phenomena, have been used very seldom for dispersive flexural waves [37].

In Part 1 de Araújo et al. [38] presented techniques, based on response measurements
at remote locations, for the experimental identification of the flexural wave-guide
propagation parameters and for recovering an impact force and impact location.
Experimental results showed that these inverse problems can be successfully addressed and
a good agreement was found between direct measurements and the remotely identified
impact forces. However, as in most other work published until now, our numerical
simulations and experiments were presented for simple isolated impacts. Figures 12(a) and
(b) of Part 1 show the experimental wave generated by a single impact on a beam of finite
length at two locations. One can notice the arrival of the direct wave followed by the
reflections from the boundaries. A wave dispersion effect is clear, as is the increasing
significance of wave reflections when the motion transducer is far from the impact location.
Also shown is the simple approach used to suppress wave reflections—the experimental
wave was truncated just before the arrival of the first reflection and replaced by an
‘‘analytic continuation’’, based on the theoretical wave solution of an infinite beam excited
by a force pulse. From such ‘‘cleaned’’ direct waves, the excitation force shown in Figure 14
(Part 1) was identified by using the theoretical formulation presented in our previous paper.

However interesting, such experiments are still remote from the operating conditions of
real-life components. Indeed, when subject to flow-induced vibrations, loosely supported
tubes display very complex rattling motions. The primary waves generated by isolated
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impacts enable clean force identifications to be made, because they are usually well
separated from the secondary waves generated at the tube boundaries (a signal lasting only
0·01 s is adequate for the identification of an isolated impact). However, such is not the
case for complex rattling regimes, when the impact-generated primary waves are
completely immersed in countless wave reflections travelling between the tube boundaries
(for vibro-impact motions, identification should be based on signals lasting 1 s or more).
Under such conditions, the simple ‘‘cleaning’’ approach previously described is obviously
not adequate. Furthermore, the secondary waves cannot be processed by using common
reflection functions, as typically done for very basic systems, because the boundary
conditions are usually unknown or ill-defined in multi-supported tubes. As a consequence,
the multiple-impact patterns of real tube–support interaction are much more difficult to
identify than isolated force spikes.

The main difficulty with inverse problems is ill-conditioning—physical or numerical—of
the transformation/propagation operators which describe the phenomena. This leads to
inverse formulations which are very sensitive to noise contamination of the measured
signals. Problems may be partially overcome by regularization of the transformation
operators, by using several methods, namely, singular value decomposition, incorporation
of physical constraints and optimization techniques [38–41]. In the context of vibro-impact
system identification, ill-conditioning difficulties are enhanced due to the dispersive nature
of flexural waves. Techniques to deal with inverse problems in other fields have been
presented by Jeffrey and Rosner [42], Dimri [43] and Parker [44].

In the first part of this paper, the main theoretical equations for the propagation of
flexural waves are recalled, for completeness. Then, a signal processing technique is
presented which makes possible the separation of multiple wave sources, and which uses
the information provided by a limited number of vibratory transducers. This technique can
be applied to both non-dispersive and dispersive waves and is therefore useful for all kinds
of beam motions. Such a method is instrumental in separating the primary
impact-generated flexural waves from the severe background contamination by secondary
wave reflections. This enables the straightforward identification of complex rattling forces
at a loose support. The paper presents extensive results in order to assert the numerical
conditioning of the technique used to identify the impact forces, the optimal location of
the transducers used in the identification procedure, and the sensitivity of the identification
method to noise contamination. Experiments were performed with a long steel beam
(approximate length 6 m) with non-anechoic boundaries. Excitation was provided by a pair
of small inertial shakers driven by banded white noise, in order to simulate the flow
turbulence. Impacts were generated at an instrumented support presenting a gap.
Vibratory measurements and impact force identifications were based on the responses
provided by accelerometers located far from the gap-support. Overall, results were quite
satisfactory, as the identified rattling forces compare favourably with the direct
measurements.

2. THEORETICAL FORMULATION

As shown by de Araújo et al. [38], simple Bernoulli–Euler theory for flexural vibrations
proved to be adequate for identification of the tube–support impacts. Upon assuming a
viscous damping model, the small-amplitude flexural response of a beam (with constant
cross-section) is described by [45, 46]

EI 14y/1x4 + rA 12y/1t2 −N 12y/1x2 + h 1y/1t=F(t), (1)
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where F(t) is the external force and y(t) is the dynamic vibratory response, E is the Young’s
modulus and r is the mass density of the beam, A is the area and I is the moment of inertia
of the cross-section, N is the axial tension on the beam and h is a viscosity coefficient. Here,
parameters E, r, A, I, N and h are assumed constant along the beam. (A list of
nomenclature is given in the Appendix). Upon neglecting the axial tension and damping
effects, a solution for equation (1) may be obtained in the form

y(x, t)= s
n

(C1n e−iknx +C2n eiknx +C3n e−knx +C4n eknx) eivn t, (2)

where, for each circular frequency vn , the parameter kn is given by the so-called dispersion
relation:

kn =[rA/EI ]1/4zvn 0Czvn, (3)

and the parameters C1n to C4n are frequency dependent. The first and second terms of
solution (2) are propagating waves, while the third and fourth terms are non-propagating
(evanescent). As discussed in Part 1, the non-propagating terms can be disregarded—as
far as the remote identification problem is concerned—provided all motion transducers are
located far from singularities such as the tube boundaries and excitation locations.

Upon assuming that the beam response y0(t)0 y(0, t) is measured at location x=0
during time T, the coefficients Yn of the spectral form

y0(t)= s
n

Yn eivn t (4)

may be computed from Fourier analysis. Then, the propagated forward and backward
travelling waves can be predicted at any other location x by using

yf (x, t)3 s
n

Yn e−iknx+ivn t, yb (x, t)3 s
n

Yn eiknx+ivn t. (5)

On the other hand, upon assuming that a force F(t) is applied at location x=0 during
a time T, and using the spectral form

Fy (t)= s
n

Fn eivn t, (6)

then the beam response at location x is given by [47]

yf (x, t)3 1
4EI

s
n

Fn

k3
n
i e−iknx+ivn t, yb (x, t)3 1

4EI
s
n

Fn

k3
n
i eiknx+ivn t. (7)

These equations will be used to convert from the impact forces to response measurements
and for force estimation. Equations to alternative equations (5) and (7) may be obtained
when dealing with velocity, acceleration and strain signals. If the axial tension N and
damping effects are included, the dispersion relation is more complex than given in
equation (3), and kn will display both real and imaginary parts. de Araújo et al. [38]
presented such results in detail. As noted in Part 1, damping effects are often quite low
and can be safely neglected. The preceding theoretical formulation is adequate because,
in this work, we are concerned with beams which present a single gap-support. Limitations
on the spatial distribution of impact boundary conditions and the frequency range of
propagating waves have been thoroughly discussed by Babitsky and Krupenin [48] and
Krupenin and Veprik [49], when analyzing systems with a large number of limiters.
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In practice, manipulation of the preceding formulations can be conveniently achieved
by fast Fourier transforming all the time-domain signals. Then propagation phenomena
in the frequency domain are given by simple products of functions. Finally, the
time-domain estimated results are obtained by inverse Fourier transforms. The same
routine applies when computing the inverse problems. As noted in Part 1, due to the finite
length of discrete Fourier transforms, signals usually display wraparound artefacts after
the frequency-domain processing. Such spurious effects are usually prevented by
windowing the time-data. Because this technique also leads to significant distortions of the
signals—which should be avoided for identification purposes—the authors chose to
process 10% more data than displayed. This simple approach was found effective in
disguising wraparound effects.

Signal filtering is also an important aspect of the identification procedure. In section 6
the need for low-pass or high-pass filtering of the data is discussed, as well as the criteria
for choosing the filtering frequencies. In this paper, data blocks were batch-processed in
the frequency domain. Hence, filtering was simply achieved by zeroing the Fourier
coefficients of the transformed signals in the frequency ranges to be filtered-out. Because
this practical filtering technique is non-causal, moderate signal distortions may be noticed
in the identified impact forces. More sophisticated signal-denoising techniques—for
instance using wavelets [50], which are particularly well suited for non-stationary
signals—can obviously be used.

3. IDENTIFICATION OF IMPACT FORCES

In order to illustrate the main difficulty in the identification problem, Figure 1 shows
numerical simulations of the propagation waves generated by a typical impact (a) on an
infinite beam (b) and on a beam with finite length (c). These simulations were produced by
using the method presented in section 2, upon assuming the following physical parameters:
E=2×1011 Pascal, r=7·4×103 kg/m3, A=2·95×10−4 m2, I=8·56×10−10 m4 and
N= h=0. Here the multiple reflections in the finite beam (with length 5·805 m) were
generated by assuming pinned–pinned boundaries with 5% dissipation at every reflection.
If no noise is injected into the system, equation (7) enables a precise inversion of the wave
response (b) to be made, so that the force time-history (a) can be exactly recovered.
However, such is not the case for the finite-length beam, and the straight inversion of the
wave response (c) would lead to the completely erroneous impact force (d). Therefore, it
is essential to isolate the primary waves from the background secondary reflections, in
order to overcome this problem.

For very simple systems, the wave separation may be attempted if the boundary
conditions are perfectly known, because wave reflections can then be precisely formulated
[31, 46]. However, this is seldom possible in real-life components and certainly not the case
for multi-supported tube bundles. The authors’ approach is to perform the wave
separation using a limited number of vibratory transducers at two remote locations. These
encompass a section of the beam which contains the gap-support (located at x0)—see
Figure 2(a). The right-travelling and left-travelling waves can then be separated by using
the simple frequency-domain formulation to be presented next.

Consider the pair of transducers located on the left side of the beam within a close
distance l—see Figure 2(b). Each transducer j senses a signal zj (t) which is the sum of the
right-travelling wave yaj (t) plus the left-travelling wave ybj (t). Hence

z1(t)= ya1(t)+ yb1(t), z2(t)= ya2(t)+ yb2(t). (8, 9)
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Figure 1. Numerical simulation of an impact and the flexural waves generated on a beam: (a) impact force;
(b) response wave on a beam with infinite length; (c) response wave on a finite-length beam; (d) direct force
identification from the wave response of the finite-length beam (b) and (c). Measurement in location x4 =5·002 m.

By Fourier-transforming equations (8) and (9), equation (9) can be easily written in
terms of the waves sensed by the first transducer:

Z1(v)=Ya1(v)+Yb1(v), Z2(v)=Ya1(v) e−ik(v)(x2 − x1) +Yb1(v) eik(v)(x2 − x1),

(10, 11)

Figure 2. (a) Typical set-up for the wave separation and impact-force identification; (b) detail of a pair of close
trasducers.
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or, in matrix form, with l= x2 − x1,

6Z1(v)
Z2(v)7=$ 1

e−ik(v)l

1
eik(v)l%6Ya1(v)

Yb1(v)7, (12)

and the Fourier transform of the separated waves is obtained by inversion of equation
(12) as

6Ya1(v)
Yb1(v)7=[M12(v)]−16Z1(v)

Z2(v)7. (13)

In a similar way, the pair of transducers located on the right side of the beam is used to
obtain

6Yc4(v)
Yd4(v)7=[M34(v)]−16Z3(v)

Z4(v)7. (14)

The time-domain separated waves are easily obtained by inverse Fourier-transforming
the arrays Ya1(v), Yb1(v), Yc4(v) and Yd4(v). One may notice that this kind of transducer
pairing has also been used for a completely different purpose—the measurement of sound
or vibration intensity [51–53]. However, the aim in such applications is not to recover the
time-histories of separated waves but to obtain a vector-mapping of the energy-flow in the
system.

From equations (13) and (14), two estimates of the impact force can be obtained in the
following manner:

F(1)
0 (t)=F−1$Yb1(v)−Yd4(v)G41(v)

G	 01(v) %, F(2)
0 (t)=F−1$Yc4(v)−Ya1(v)G14(v)

G	 04(v) %.
(15, 16)

Here the propagation functions Gij (v) and G	 0j (v) are given as

Gij (v)= e−ik(v)(xi − xj ), G	 0j (v)= (i/4EIk(v)3) e−ik(v)(x0 − xj ), (17)

Notice that, in equation (15), the left-travelling reflection measured at location 4 must be
propagated and subtracted from the left-travelling wave measured at location 1, prior to
the force identification. A similar action is taken concerning the right-travelling waves used
in equation (16). Formulation (17) was established by assuming that the waves are sensed
by displacement transducers. For other types of transducers, simple modifications
apply—for example, a factor−v2 is introduced in formulation G	 0j (v) when
accelerometers are used.

Figure 3 shows the impact force identified at location x0 =2·236 m from the numerically
simulated response illustrated in Figure 1(c)—the finite-length beam. For the identification
procedure, the wave responses at locations x1 =0·805, x2 =0·855, x3 =4·953 and
x4 =5·003 m were used. Four levels of ‘‘measurement’’ noise were assumed (0, 10, 20 and
50%), when using random signals of adequate levels to pollute the clean responses. One
can notice that the identification method is robust to noise contamination effects. The small
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Figure 3. Impact force identifications using numerical simulations of a finite-length beam: (a) identification
from clean vibratory responses; (b) with noise contamination 10%; (c) with noise contamination 20%; (d) with
noise contamination 50%.

distortion of the identified force is due to the high-pass filtering (at 20 Hz) which was
applied to the signals prior to identification—this aspect will be discussed in section 6.

Here, the same dispersion relation was used for generating the wave responses and also
in the identification procedure. However, simulations also showed that the quality of the
identified results is quite sensitive to the phase velocity assumed in the identification.
Therefore, it is very important that such a parameter is carefully adjusted when processing
experimental results, as it must follow closely the true value. Dispersion relations such as
equation (3) are very useful to obtain a first estimate of the wave propagation parameters.
The initial estimate must then be refined, by using an optimization procedure to minimize
the identification error—see reference [38] for details. It will be shown in the next section
that, when the dispersion relation is properly modelled, experimental identifications are
feasible and robust enough.
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4. EXPERIMENTAL SET-UP

Figure 4(a) shows the test system, consisting of a stainless steel AISI 304 laminated beam
with cross-section 50×5·9 mm and length about 6 m. The beam is supported only at the
extremities, with the larger surfaces in the vertical position, by using (almost)
clamped–clamped boundary conditions. The beam supports are mounted on heavy
concrete blocks. The Young’s modulus of the beam is about 2×1011 Pascal and the mass
density is about 7·9×103 kg/m3. Errors of 21% were found in the cross-section
dimensions along the beam and an incertitude of 25% is expected in the values of E and
r. Thus, the propagation parameter C=[rA/EI]1/4 (see equation (3)) is estimated to lie

Figure 4. (a) General view of the experimental set-up; (b) detail of the instrumented support.
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between 0·332 and 0·352. Dissipative effects are very low (modal damping was less than
0·1%, for the first beam mode).

Figure 4(a) also shows the miniature accelerometers Brüel and Kjaer (B&K) 4375 used
to measure the vibratory responses. These were located according to several configurations,
as discussed later. Up to six accelerometers were used to sense the ‘‘useful’’ horizontal
waves (direction y), while another accelerometer monitored the residual vibrations in the
vertical direction. Almost planar motions of the beam were observed, with residual levels
in the orthogonal direction always within 10% of the main motion amplitudes. The
accelerometers used in these experiments were purposefully selected and mounted without
aiming at better-than-average precision or phase matching specifications. Indeed, from
preliminary calibrations, the magnitude errors are expected within 10% and phase errors
should lay within 25°. These results apply to the mounted transducers, in the frequency
range below 4 kHz.

Figure 4(b) shows the instrumented support, consisting of a rigid fixture mounted on
a heavy column, in order to minimize the residual vibrations. Impacts were always imposed
along the horizontal direction. Two calibrated threaded stops enabled us to adjust precisely
the support gaps. Each stop was provided with a piezoelectric force transducer B&K 8200,
equipped with a metallic tip. The experiments reported pertain to a support gap adjusted
at +0·5/−0·5 mm. Excitation of the beam was provided by two inertial shakers located
near the beam boundaries, as shown in Figure 4(a). The shakers were driven by two
uncorrelated white-noise signals—filtered outside the range 20 2000 Hz—in order to
simulate approximately the random excitation by the flow turbulence. The excitation
level (set at about 10 Nrms) was enough to induce realistic vibro-impact motions. It is
important to stress that the identification algorithm had to cope, in addition to the impact
generated wave reflections, with the primary and reflected random waves generated by the
shakers.

Data acquisition was performed by using a National Instruments (AT-MIO-16F5)
8-channel 12-bit card, having a digitizing frequency of 20 kHz and signal blocks of
10 1·5 s. This is consistent with the frequency range where signals displayed significant
energy (up to 40 5 kHz). For the reasons presented in Part 1, no anti-aliasing filters were
used in the present experiments. Data processing and system identification were performed
by using PC-based software, which was developed within a MATLAB computing
environment.

5. IDENTIFICATION RESULTS

To provide a feel for the actual performance of the identification approach, some
experimental results are now presented, obtained by using the minimum number of
response transducers (e.g., four accelerometers). These were located as noted in section 4,
whereas the instrumented support was located at x0 =2·401 m. In section 6, the optimal
number and location of the response transducers in connection with the conditioning of
the identification procedure will be discussed thoroughly. As will be demonstrated, the
chosen distance of 50 mm between closer transducers is nearly optimal.

Figure 5(a) shows a sample of the impact force, as measured at the instrumented
support. The corresponding response of the first accelerometer is illustrated in Figure 5(b).
A comparison with the experimental signals of Part 1 stresses the difficulty of the new
identification problem. Indeed, Figure 5(c) shows how bad results can be if one attempts
to recover the impact force by a direct inversion as in equation (7). Figure 6 presents two
estimations of F0(t) obtained by using the identification method presented in section 3.
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Figure 5. (a) Measured impact force time-history; (b) sample of a response time-history; (c) force identification
using naive direct inversion.

These results were produced by using the dispersion relation (3), after an optimal value
of the propagation parameter C was identified (see Part 1).

The much improved estimations of Figure 6 can be further refined by using the fact that
they correlate very well when impact forces arise and very badly when there is only

Figure 6. Two identifications of the impact force based on the present approach (see section 3): (a) estimated
‘‘impact forces’’ (from right-travelling waves); (b) estimated ‘‘impact forces’’ (from left-travelling waves).
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Figure 7. Moving cross-correlation R(t) between force estimates; (b) optimal decision level based on the
minimum of the histogram of R(t).

background noise. Therefore, these estimations were processed using a ‘‘moving
cross-correlation’’ defined as

R(t)=
g

t+DT

t−DT

(F (1)
0 (t)−F� (1)

0 )(F (2)
0 (t)−F� (2)

0 ) dt

$g
t+DT

t−DT

(F (1)
0 (t)−F� (1)

0 )2 dt g
t+DT

t−DT

(F (2)
0 (t)−F� (2)

0 )2 dt%
1/2

, (18)

where the size of the moving window (2DT) is based on the time-scale of individual impacts
(a value of 5×10−3 s was used for this system). Then, a better estimation of the impact
force is computed by taking the average of both force estimates when R(t) is higher than
a suitable value (e.g., when impacts arise), and assuming a null amplitude when R(t) is
lower (e.g., no impacts).

Figure 7(a) displays the result of equation (18), for the signals presented in Figure 6.
One may notice that the correlation increases significantly when impacts arise. Under blind
conditions, the choice of a suitable level of R for discriminating impacts from the
background noise is obviously open to discussion. However, based on the known true
force, it was found that a good criteria is given by the level of R corresponding to a
minimum in the histogram of the moving-correlation function—see Figure 7(b). In
retrospect this is logical, because R(t) is low for a long time due to noise effects, when
there are no impacts. However, R(t) also displays high values for a significant time during
the multiple impacts (rattling). Therefore, the least time (e.g., the histogram minimum) is
consumed during the beam-support approach and release. The procedure suggested has
the obvious advantages that it can be completely automated and is free from subjective
decisions.

A comparison between the measured force and the refined identification is presented in
Figure 8(a). A detail of the force time-histories is also given in Figure 8(b). Correlation
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Figure 8. (a) Measured and final identified impact forces; (b) detail of the force time-histories. Measured force
(top); ‘‘optimal’’ force identification, filtering at 50–5000 Hz (bottom).

coefficients between the measured force and the results from the identification methods are
shown in Table 1. The final results are obviously very encouraging.

6. IMPORTANT IDENTIFICATION ASPECTS

After the previous framework, more subtle aspects related to the identification problem
are now discussed, namely, numerical conditioning of the identification technique, optimal

T 1
Correlation coefficients between the measured and

estimated impact forces

Identification method Correlation coefficient

Direct naı̈ve inversion 0·19
Using wave separation 0·79
After final ‘‘cleaning’’ 0·90
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Figure 9. (a) Measured impact force time-history; (b) measured impact force spectrum.

number and location of the vibratory transducers; and signal filtering. All the identification
results presented here do not include the final ‘‘cleaning’’ procedure described in section 5,
in order to emphasize the points discussed.

Figures 9(a) and (b) show an experimentally measured impact force (in this case
single-sided) and the corresponding spectrum, which is quite smooth. Figure 10(a) presents
the unfiltered identified result using four accelerometers. The distance between closer
transducers, 300 mm, is now greater than in the preceding identifications. It is clear that
the identified force is useless, due to spurious high-amplitude contamination. As shown
in Figure 10(b), the spectrum of the identification result presents high-amplitude peaks at
well-defined frequencies. This effect is clearly explained by Figure 10(c), which shows the
condition number Cn of the wave-separation operators [M12(v)] or [M34(v)]—see equations
(13) and (14)—as a function of frequency. Here Cn is defined as the ratio of the lowest
and highest singular-values of the wave-separation matrixes:

Cn= smin /smax . (19)

Formulation (19), which is very convenient because 0QCnQ 1, is the inverse of a
current definition of the condition number. When Cn:0, the matrix is almost singular and
the inverse problem is very ill-conditioned. Conversely, Cn:1 means that inversion is well
conditioned. If the inversion matrix is almost singular, any noise in the measurements will
be unduly amplified, as shown at certain frequencies in Figures 10(b) and (c). The physical
interpretation of the numerical ill-conditioning is that each pair of transducers is ‘‘blind’’
at all frequencies v corresponding to wavelengths l(v) which are sub-multiples of the
distance l between the transducers. Figure 10(d) shows that low-pass signal filtering (at
400 Hz) may improve the identified results—however, at the expense of a highly distorted
and severely clipped identification.

Figure 10 showed that higher distances between transducers lead to instability at several
medium-to-high frequencies. Figures 11(a)–(c) show what happens when transducers are
located closer (50 mm). Here there are much fewer frequencies leading to ill-conditioning,
and spurious responses arise only at very low frequencies. Therefore, the high-pass filtered
(at 50 Hz) identified force shown in Figure 11(d) is quite reliable.
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The preceding examples stress the importance of choosing an optimal distance between
transducers, in order to minimize spurious effects and signal filtering. This can be done
by noticing that noise amplification arises whenever Cn is lower than about 0·2. Therefore,
it is easy to compute the overall frequency range leading to ill-conditioning as a function
of the distance l12 between transducers. This is shown in Figure 12, for the propagation
parameters of our experimental set-up, with a clear minimum at about 50 mm (the
transducer distance used for the identification presented in section 5).

The preceding results suggest that identification may be improved if more than four
transducers are used in order to eliminate ill-conditioning. Indeed, as demonstrated earlier
by Gibiat and Laloë [54], two close transducers are well suited for higher frequency waves
but give poor resolution in the lower frequency range. Conversely, two sufficiently distant

Figure 10. (a) Unfiltered impact force identification (four transducers, l =300 mm); (b) unfiltered impact force
identification spectrum; (c) condition number of the inversion operator; (d) low-pass filtered (at 400 Hz) impact
force identification.
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Figure 11. (a) Unfiltered impact force identification (four transducers, l=50 mm); (b) unfiltered impact force
identification spectrum; (c) condition number of the inversion operator; (d) high-pass filtered (at 50 Hz) impact
force identification.

transducers are well suited for the lower frequency waves but rather inaccurate when
processing higher frequencies. The optimal distance between transducers is about l/4, for
monochromatic waves. However, when dealing with wider-band waves, a given transducer
configuration may be used optimally only in a limited frequency range. Following the
above discussion, Gibiat and Laloë used—in their acoustical impedance measurements of
woodwind music instruments—two microphone pairs: a close one when exciting (with
acoustical chirps) their system in the low-frequency range and a more distant pair for
higher frequencies.

This basic idea must be extended in order to deal with our impact-generated flexural
travelling waves. Indeed, the frequency range of such waves is very wide, and
frequency-band separation is obviously not a practical issue here. The authors’ approach
is to simultaneously use three transducers, two of them quite close and the third well
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Figure 12. Frequency range leading to ill-conditioned identification as a function of the distance l12 between
transducers (four transducers).

separated. Hence, the mathematical inversion problem becomes better conditioned for a
large range of frequencies, with improved results under noisy conditions. The
wave-separation matrix is then oversized (three equations to separate two waves), so that
a classic Moore–Penrose (minimum-norm) pseudo-inversion must be performed (see, for
instance reference [40]),

[M ]+ = ([M ]*T[M ])−1[M ]*T, (20)

where [M ]*T is the Hermitian transpose of the complex matrix [M ]. It can be proved that
equation (20) leads to a minimization of the error, in the least-squares sense, between
measured data and the fitted model.

Figure 13. Frequency range leading to ill-conditioned identification as a function of the distance l13 between
transducers (six transducers, l12 =50 mm).
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Figure 14. Condition number of the inverse operator (six transducers, l12 =50 mm, l13 =270 mm).

Consider now two sets of three transducers, with the closer ones at the previously
computed optimum distance (50 mm). Figure 13 shows the overall frequency range leading
to ill-conditioning, as a function of the distance l13 between the farthest transducers. One
can notice that there are several ‘‘bad’’ locations for the third transducer, and that optimal
results should be obtained when l13 1 270 mm or l13 =3000 340 mm. Indeed, Figure 14
confirms that when using six transducers at distances l12 =50 mm and l13 =270 mm, the
complete frequency range up to 4000 Hz is well conditioned.

The numerical simulations presented in Figure 15 support the preceding conclusions.
One can notice that, under noisy conditions, the six-transducer identified force is a better

Figure 15. Identified impact force from a numerical simulation (20% noise contamination): (a) four tranducers,
l12 =50 mm, high-pass filter at 20 Hz; (b) six transducers, l12 =50 mm, l13 =340 mm, high-pass filter at 2 Hz.
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Figure 16. Experimental identification results (six transducers, l12 =50 mm, l13 =340 mm): (a) unfiltered
impact force identification; (b) high-pass filtered (at 50 Hz) impact force identification.

approximation than the four-transducer identification. In particular, less filtering was
needed to achieve good results.

The improvement of the experimental identifications when six transducers are used is
less impressive. As expected, high-pass filtering is essential with the four-transducer set-up
and almost useless when using six transducers—compare Figures 11(a) and 16(a).
However, most of the impact energy lies in the medium-to-high frequency range, therefore
moderate filtering of the lower frequency range can be tolerated. A direct comparison
between both identifications after high-pass filtering—Figures 11(d) and 16(b)—shows
only a slight improvement from the six-transducer set-up. However, the overall
performance of this transducer array might be interesting when attempting to recover
low-frequency information, for instance the remote beam motions.

7. CONCLUSIONS

In this paper, a method has been presented for the experimental identification of impact
forces under complex rattling motions using remote measurements of the flexural waves.
The conditioning of the identification problem was thoroughly discussed and guidelines
are given concerning the number of transducers used in the identification procedure and
their optimal location. The performance of the technique was asserted through extensive
numerical simulations and experiments. From this work, the following conclusions may
be drawn.

The classic Bernoulli–Euler beam theory is adequate for modelling wave propagation
in the problem under concern. Damping effects can be safely neglected, for low-damped
systems such as the one used in our tests.

The technique developed to separate wave reflections from the primary waves proved
to be effective, even if waves other than those generated by the impacts are travelling along
the system.

Important aspects to take in consideration are (1) the transducers should be located in
such way that inversion is not plagued by ill-conditioning, and (2) the wave propagation
constant C must be carefully adjusted.
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Experiments show that transducers with excessive precision or phase matching are not
required to achieve acceptable identification results.

In conclusion, the technique presented in this paper makes possible the identification
of complex rattling forces from remote response measurements, even when measurements
present noise contamination. Currently, this work is being extended to address the
identification of impact forces in multi-supported systems.

ACKNOWLEDGMENTS

The experiments presented in this paper were performed with the valuable assistance of
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APPENDIX: NOMENCLATURE

A area of the beam cross-section
Cn wave amplitude parameters
cn phase speed of the waves
C frequency parameter of kn

E Young’s modulus of the beam
Fy (t) external force
Fn spectral coefficients of the external force
F, F−1 direct and inverse Fourier transforms
G(x, vn ) wave-to-wave transfer function
G	 (x, vn ) force-to-wave transfer function
I moment of inertia of the cross-section
kn =F(vn ) dispersion relation of the waves
N axial tension on the beam
t time
x location along the beam
y(x, t) flexural beam response
yb backward going wave
yf forward going wave
Yn spectral coefficients of the wave
r mass density of the beam
h viscosity coefficient
vn circular frequency


